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Abstract 
 

In this paper, mel-frequency cepstral coefficients are 

investigated for emotional content of speech signal. The 

features are extracted from spoken utterance. When these 

features are extracted, speech signal is divided small frames 

and each frame overlap a part of previous frame. The purpose 

of this overlap operation is to provide a smooth transition 

from one frame to the other and, to prevent information loss 

in the end of the frame. The length of frame and scroll time is 

important for emotion recognition applications. Also, we 

investigated the effects of different length frames and scroll 

times on the classification success of four emotions which are 

defined as happy, angry, neutral and sad. Those emotions 

were classified by using Support Vector Machine and k-

Nearest Neighbors algorithms. In this study to determine the 

classification success, 10-Fold Cross Validation method was 

used and the maximum success rate was obtained as 98.7 %. 
 

1. Introduction 
 

Speech signal is one of the most natural communication 

methods among humanity. For this reason researchers start to 

work about speech signals to make productive and speed human 

computer interaction. Thus, the studies led the excellent 

computers that can recognize voice. Recently, in spite of 

significant developments about speech recognition, still we are 

considerably far natural interaction between human and computer 

due to unrecognizing emotion of human of computers. Therefore, 

studies which are taking out features of emotion mood of speaker 

and recognizing sense from speech become more important. It is 

believed that studies which are recognizing sense from speech are 

increased to performance of speaker recognition systems because 

of acquiring sense information from speech signals [1]. 

Especially, the emotion recognition process from speech is 

used on web films which required natural interaction in human-

computer and instructional computer applications that are depend 

on perceived feeling of users [2]. Also, it is used automobile 

applications which adjust security systems depended on mental 

mood, aircraft cockpits and automatic translation systems when 

sense mood of speaker is important. Moreover, sense recognition 

process from speech is used in call center systems and 

communication applications [3].  

Emotions don’t have an scientific definition which is widely 

accepted [4]. However, people know how they feel emotions. 

Therefore researchers define emotions in different aspects. One 

of the most important problems in sense recognition systems is 

that there are a lot of the sense classes. In the results of many 

researches, it is clarified that linguists defined feelings with too 

many classes. But, it is hard to make classification between 

feeling classes [5]. For example, besides the primary colors, there 

are a lot of their shadows too. Nevertheless the colors are defined 

with primary colors. Like this, feeling classes have six different 

groups such as angry, hate, fear, happy, sad and confused.  

Studies which are related sense recognition from voice have 

three steps in basically [6]. In the first step, data base which are 

very important in these studies are determined. It is important to 

use the available data in order to save time and thus, it is easy to 

compare the results of the studies with each other.  In the second 

step, it actualizes feature extraction from speech. The last step is 

classification process of the emotions with different techniques. 

In this study, Support Vector Machine (SVM) and k-Nearest 

Neighbors (k-NN) classifiers algorithms are used for recognizing 

the four different emotions defined as happy, angry, neutral and 

sad.  

 

2. Database 
 

In this paper we used new database which name is EmoSTAR. 

This database contains four different emotional classes and each 

class has English and Turkish sample speech. These are Angry, 

Happy, Neutral and Sad. EmoSTAR has prepared by using TV- 

internet and it has total 393 samples [7]. Neutral samples were 

taken newsreader. Happy samples were taken award ceremony as 

Oscar and Golden Globe. These utterances both Happy and 

Neutral are neutral samples. Angry samples were taken movie 

and sad samples were taken video on internet. Also these 

utterance both neutral and sad are unnatural [7]. This database 

relating to information can be seen Table 1.           

 

Table 1. Emotion classes and samples on EmoSTAR               

(E: English, T: Turkish) 
 

 Angry Neutral Happy Sad 

Men 33 E – 

30 T 

35 E – 34 T 45 E 12 E 

Women 40 E 37 E – 20 T 37 E 51 E – 19 T 

Total      103 126 82 82 

 

The other databases in literature are Berlin emotional speech 

database [8], Danish emotional speech database [9], Sensitive 

Artificial Listener (SAL) [10], Airplane Behaviour Corpus 

(ABC) [11], Speech Under Simulated and Actual Stress (SUSAS) 

[12], Audiovisual Interest Corpus (AVIC) [13], SmartKom [14] 

and FAU AIBO [15]. 

 



3. Feature Extraction 
 

In this paper, the features used are mel-frequency cepstral 

coefficients (Mfcc). Mel frequency cepstral coefficient is one of 

the best distinctive features of emotion recognition problems [16]. 

Mfcc is often used in the area of speech signal processing because 

this feature imitate the hearing of the human ear. Mfcc extraction 

steps are framing, windowing, Fast Fourier transform, mel-

frequency conversion and cepstral.  

Firstly the voice is obtained and divided into frame because 

signals stable small time intervals. Also, in this study, for the 

different frame lengths, the effects on the success of emotion 

recognition process are investigated. As seen in Figure 1, voice 

signal is divided into frames and each frame overlap a portion of 

a previous frame. The purpose of these overlap operations ensure 

a smooth transition from frame to other frame and prevent loss of 

information the end of the frame. 

Second step of obtaining mel-frequency cepstral coefficient is 

the windowing. Voice signal is windowed because of resolving at 

the beginning and end of the frame. Another object reduces 

spectral effects [17], so the central region of the voice signal 

is strengthened, the edge regions are attenuated. Widely 

used window functions are Hamming, Hanning, Blackman, 

Gauss, Rectangle and Triangle. 
 

 
 

Fig. 1. Framing and windowing operations. 

 

The most commonly used among them is Hamming window 

function. Hamming and other window function equations are 

expressed as follows. 

Hamming: 

 

            𝑤 [𝑘 + 1] = 0.54 − 0.46 cos (2𝜋
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𝑁−1
)                    (1) 

 

Hanning: 
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))                        (2) 

 

Gauss: 
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Rectangle: 
 

                             𝑤[𝑘 + 1] = 1                                       (4) 

 

     Third step is fast Fourier transform (FFT). In this stage, N 

samples of each frame are applied FFT and translated frequency 

space. Discrete Fourier transform for each frame with N samples, 

are given as in equation 5; 
 

        𝑋𝑛 = ∑ (𝑥𝑘  𝑒−2𝜋𝑗𝑘𝑛/𝑁)
𝑁−1

𝑘=0
                          (5) 

 

Fourth step is the mel-frequency conversion stage. Research 

in reference [18] has shown that 1 kHz to minor signal is linear 

but greater than 1 kHz is logarithmic. Conversion between the 

Mel scale and frequency scale is applied according to equation 6; 

 

     𝑚𝑒𝑙 (𝑓) = 2595 ∗ log (1 +
𝑓

700
)                       (6)  

 

The final step is to obtain cepstral coefficients. Cepstral 

definition is expressed as follows; 

 

                𝑐(𝑚) =
1

2𝜋
∫ log |S(w)𝑒𝑗𝑤𝑚d(w)|

𝜋

−𝜋
                     (7)  

 

4. Classifier 
 

In this paper, extracted features from voice signals were 

analyzed by using SVM and k-NN classification algorithms.  

 

4.1. Support Vector Machine 
 

A support vector machine classifier separates the different 

class with a maximal margin. SVM during learning optimizes 

decision boundary between classes for distance to maximum. 

SVM creates a model using the training set. A new sample 

classifier decides by looking at the models. SVM algorithm is 

classified the data by using linear or non-linear function. This 

method based on prediction. 

 

4.2. k Nearest Neighbors 
 

k-NN method that is one of the commonly used classification 

algorithms in wide application fields. This method determines a 

class to a new observation. This new observation joins one of 

known classes in the sample set [19]. 
K nearest neighbors classifier makes classification looking at 

each other at close to the training examples and it is one of the 

most basic pattern recognition methods. This classifier makes 

classification looking at the value given k (e.g. 3 or 5) neighbors. 

In this study value of k was selected 3. The classification is 

performed using the known class of a feature vector so it is a 

sample-based method [19]. For measuring the distance between 

neighbors, the Euclidean distance is used.  

 

5. Measurement 
 

The success results of this study were evaluated by using 10-

fold cross validation method and this process was repeated 25 

times. Then success rates of SVM and k-NN classifiers are given 

in tables as the best success result and average of the repeated 25 

times results. 

The feature vector was occurred in different sizes because of 

mel frequency cepstral coefficient feature. Its feature for using 

frame and every voice sample since different size eventually line 

number 12 or different number (e.g. 13, 14) and column number 

will be different depending on the number of frames, which 

appeared vector. Because of the using different statistical 



calculations, voice signals are represented by one-dimensional 

line matrix. Statistical calculations used are mean, median, 

standard deviation, skewness, kurtosis, maximum, minimum and 

range. Each statistical calculation result is line with 12, 13 or 14 

dimensional column matrix. Such as 1x12 or 1x13, each feature 

vector represents the voice.  

Also energy (+1) and zero cepstral coefficient (+1) are added 

to the feature vectors and eventually 1x14-dimensional feature 

vector was obtained. Moreover the first (1x14) and second (1x14) 

derivative of the 14-dimensional vector was calculated and 42-

dimensional vector was obtained.  

Both mel frequency cepstral coefficient feature vectors of 

different sizes and different frame size-shifting time are 

investigated using support vector machine and k nearest 

neighbors classifier methods. 

From Table 2 and Table 3, statistical values of the Mfcc and 

energy (E), zero cepstral coefficient (0), first derivative (d), 

second derivative (D) of the Mfcc can be seen and extracted 

features were analyzed by using SVM and k-NN classifiers 

respectively.  Looking at each table, it is seen that the success of 

SVM classifier is better than the success of k-NN classifier. 

In the last part of the study different frame length and shift 

duration was investigated for two classifiers. The success rate of 

emotion recognition process with SVM and k-NN classifiers are 

given in Table 4 and Table 5 respectively. 

As seen from Table 4, the best frame duration for support 

vector machine is 30 ms, best shift duration is 10 ms and optimal 

number of cepstral coefficient is 12. Also as given in Table 5, the 

best frame duration for k nearest neighbors is 30 ms and best shift 

duration is 10 ms also optimal number of cepstral coefficient is 

14.    

Consequently, the success results of SVM and k-NN methods 

for emotion recognition process were compared in terms of 

success and the experimental results showed that SVM is better 

than k-NN for EmoSTAR database. 

 

Table 2. The results obtained using Support Vector Machine – 

Mel Frequency Cepstral Coefficient 
 

Features Number of 

Feature 

Best 

Results 

(%) 

Average 

Results 

(%) 

Mfcc_mean (12) 

Mfcc_median (12) 

Mfcc_skewness (12) 

Mfcc_kurtosis (12) 

Mfcc_max (12) 

Mfcc_min (12) 

Mfcc_range (12) 

 

 

 

96 

 

 

 

97.5 

 

 

 

96.9 

MfccE_mean (13) 

MfccE_median (13) 

MfccE_skewness (13) 

MfccE_kurtosis (13) 

MfccE_max (13) 

MfccE_min (13) 

MfccE_range (13) 

 

 

 

104 

 

 

 

97 

 

 

 

96.6 

Mfcc_E0dD_mean (42) 42 94 92.6 

          

 

 

 

 

 

Table 3. The results obtained using k Nearest Neighbors 

Classifier – Mel Frequency Cepstral Coefficient 
 

 

Features 

Number 

of 
Feature 

Best 

Results 
(%) 

Average 

Results 
(%) 

Mfcc_mean (12) 

Mfcc_median (12) 

Mfcc_skewness (12) 

Mfcc_kurtosis (12) 

Mfcc_max (12) 

Mfcc_min (12) 

Mfcc_range (12) 

 

 

 

96 

 

 

 

93.3 

 

 

 

92.3 

MfccE_mean (13) 

MfccE_median (13) 

MfccE_skewness (13) 

MfccE_kurtosis (13) 

MfccE_max (13) 

MfccE_min (13) 

MfccE_range (13) 

 

 

 

104 

 

 

 

89.3 

 

 

 

88.4 

Mfcc_E0dD_mean (42) 42 81.9 81 

 

Table 4. The results of different frame length (ms) and shift 

duration (ms) on Mfcc for Support Vector Machine 
 

Features Number 

of Feature 

(%) 

Best 

Result 

(%) 

Average 

Results 

(%) 

Mfcc_30_10 12 99.5 98.7 

Mfcc_20_10 12 98.5 98.3 

Mfcc_30_10 14 98.5 98.2 

Mfcc_30_20 12 99 97.8 

Mfcc_50_30 12 99 97.7 

Mfcc_40_10 14 98.5 96.9 

 

Table 5. The results of different frame length (ms) and shift 

duration (ms) on Mfcc for k Nearest Neighbors 
 

Features Number 

of Feature 

Best 

Result 

(%) 

Average 

Results 

(%) 

Mfcc_30_10 14 93.3 92.3 

Mfcc_40_10 14 93.3 92.1 

Mfcc_30_10 12 91.6 90.6 

Mfcc_50_30 12 91.3 90.4 

Mfcc_20_10 12 91.1 90 

Mfcc_30_20 12 91.1 90 

 

5. Conclusion 
 

In this study, mel-frequency cepstral coefficients are 

investigated for emotional content of speech signals. Statistical 

values of the Mfcc and energy, zero cepstral coefficient, first 

derivative, second derivative of the Mfcc are investigated and 

extracted features are analyzed by using SVM and k-NN 

classifiers respectively. Then, the results of different frame length 

and shift duration on Mfcc are investigated for SVM and k-NN 

algorithms. The best results obtained for 12 dimension feature 

vector of Mfcc. Consequently, the best score is 97,5 % for 

EmoSTAR database. Experimental results showed that SVM 

method is better than k-NN method on the emotion classification. 
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